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Introduction

n recent years we have increasingly seen the 
power of technology exploited to propagate 

dangerous speech, widen ethnic and religious 
divisions, and incite violence. Seemingly 
innocuous technologies now regularly contribute 
to human rights abuses and violent conflict. 
Current governance schemes are proving to be 
deplorably inadequate at addressing the risks of 
technology in conflict-affected markets. In this 
briefing paper, we examine the critical questions 
of why the technology industry should mitigate 
the risks of doing business in conflict-affected 
or high-risk areas and how it can do so.1 

With the rapid speed and global scope of 
technological development, it is no surprise that 
technology products and services contribute to 
violence and conflict in diverse contexts. There 
is devastating evidence of how social media has 
been used to coordinate and direct hate-based 
violence in the United States2 and to promote a 
terrorist attack in New Zealand.3 Social media 
has also been used to further large-scale human 
rights abuses, armed conflict, and mass killings 
in places like Myanmar4, India5, Sri Lanka6, and 
elsewhere.7 Governments are ordering telecoms 
companies to shut off internet access in 
conflict-affected and restive areas. Advances in 
AI technology are being exploited as tactics in 
asymmetric warfare, and facial recognition is 
being used to repress and surveil on a mass 
scale. Contact tracing apps developed to fight 

outbreaks of COVID-19 pose serious 
humanitarian risks in communities where 
violence and tensions are on the rise. These are 
just the known problems with existing 
technology—as technology continues to 
develop, so will the risks and unintended 
consequences. 

In addition to the potentially devastating loss of 
human life, these (mis-)uses of technology also 
contribute to economic stagnation and have the 
potential to destabilize entire regions. And when 
human rights abuses or conflict are linked to the 
involvement of a particular company or industry, 
that company’s brand and reputation suffer. 
Consequently, it is in the best interest of all 
stakeholders, particularly the private sector, to 
mitigate the risks of technology being used to 
incite violent conflict. 

“Doing business” for the tech industry raises 
unique considerations. The largest tech 
companies operate at a global scale with billions 
of users. This makes the scale and complexity of 
conflict impacts significant.  

There are many ways that tech companies are 
inadvertently contributing to conflict dynamics. 
They can directly facilitate harm; incentivize 
harm; fail to conduct human rights due 
diligence; or fail to act to mitigate risks when 
they knew or should have known about potential 
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harms. Sometimes technology products are used 
by third parties in order to foment conflict and 
abuse. Content moderation decisions by social 
media platforms can exacerbate a conflict. So 
can following government orders to shutdown 
internet services, or collect and process sensitive 
data. Sometimes just releasing a product or 
service in a conflict-affected market can have 
adverse impacts on the conflict. What is more, 
software developers are usually based in 
relatively insulated tech hubs in the US or 
Western Europe. In many cases, companies 
develop technology for “global” markets, and do 
not explicitly consider so-called “edge cases,” 
like conflict-affected markets. 

Technology’s role in facilitating human rights 
abuse and inciting violence has become an 
emerging concern of regulators and civil society. 
They have made calls for improvements to 
internal and external corporate regulation. 
Nevertheless, the relevant domestic and 
international regulatory approaches remain 
fragmented, reactionary, and ill-equipped to 
respond in thoughtful and systemic ways. 
Moreover, most business and human rights 
initiatives and ethical standards fail to address 
many issues specific to rapidly changing 
technologies and their impact on human rights 
and conflict. They also fail to take into account 
how companies perceive, react to, and 
operationalize these norms at scale. 

Many tech companies avidly support human 
rights and have robust internal policies for 
addressing issues such as privacy and free 
speech. However, those policies usually do not 
extend to conflict sensitivity or taking steps to 
diminish the impact of products and services on 
violence and conflict. There are many open 
questions about responsibility for harm, the 
impact of technology on conflict, and specific 
steps companies can make to support peace. 

Further research is urgently needed in those 
areas. Conflict situations present extremely high 
risks for companies, but attention to these 
issues is low. Tech companies need awareness 
and guidance on how to address these complex 
situations. 

Conflict sensitivity is a tried-and-true 
framework for how tech companies can mitigate 
risks that their products and services will 
contribute to violence and conflict. Taking a 
conflict-sensitive approach to technology 
development has many tangible benefits for 
companies. It can help mitigate the legal and 
financial risks that arise when companies are 
associated with human rights abuses, violence, 
and armed conflict. These issues not only open 
up companies to civil and criminal legal liability 
but also negatively impact the bottom line. Early 
adopters of these practices can help shape 
emerging regulation and good practices in these 
areas. Finally, companies that adopt rights-
aware and conflict-sensitive business practices 
can contribute to building peace and 
contributing to the UN Sustainable Development 
Goals. 

Companies have been left with an impetus for 
change, but without meaningful guidance or 
norms for how to put that change into practice. 
In this briefing paper, we suggest that conflict 
sensitivity provides an essential framework for 
addressing these risks. We briefly outline some 
of the ways technology is contributing to 
conflict. We then provide a high-level overview 
of what conflict sensitivity is and how it relates 
to existing human rights frameworks. We 
conclude by offering recommendations for how 
tech companies can begin integrating conflict 
sensitivity into existing human rights due 
diligence processes. 
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Recommendations 

The need for and benefit of conflict-sensitive 
business practices by the tech industry is 
evident. But the topic is complex, and many 
issues require more attention and research. 
Companies are grappling with difficult and 
nuanced questions about how best address 
these issues, and require detailed bespoke 
guidance. 

We urge business leaders to incorporate a 
conflict sensitivity framework into their existing 
approaches to responsible technology. They 
should consider the following high-level 
recommendations: 

1. Embrace conflict sensitivity. 

2. Engage in multi-stakeholder dialogues. 

3. Build internal capacity on conflict 
sensitivity. 

 

4. Enhance existing human rights due 
diligence processes to include conflict 
sensitivity.  

5. Conduct conflict sensitivity assessments. 

6. Adopt conflict sensitivity strategies and 
tools. 

7. Consider how different risk mitigation 
strategies can impact conflicts. 

8. Conduct robust stakeholder engagement 
and community participation in high-risk 
markets.  

9. Use community participation as a tool for 
stakeholder engagement. 

10. Develop tools and policies to enable fast 
and flexible responses to emerging risks 
and conflicts.  

11. Take advantage of opportunities to 
contribute to positive peace, peacebuilding 
efforts, and alleviating conflict drivers.
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Technology in Conflict: Emerging Risks

onflict and its causes are complex topics. Put 
simply, conflict arises when two or more 

parties: 

1. Believe that their interests are incompatible; 
2. Express hostile attitudes towards each other; 

and 
3. Damage the other’s ability to pursue its 

interests. 

Most of the countries in the world are 
experiencing some form of conflict.8 Although 
this paper focuses on violent conflict, conflict 
does not always involve violence. Violence is just 

one of the many ways that parties can respond 
to conflict. 

Conflict can occur in very diverse settings. There 
are many causes of conflict. Some of them 
include human rights or civil rights abuses; 
deeply-rooted community, racial or ethnic 
tensions; economic insecurity; or unjust 
governance. 

Violent conflict can lead to a severe breakdown 
in social relationships. It can have destructive 
effects on infrastructure and the economy. It can 
also be costly for tech companies with clients 
and end-users in the conflict area.  

C 
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Each conflict situation is highly context-
specific, but a recent study by the UN and World 
Bank highlights common conflict drivers—root 
causes of violent conflict.9 They include 
inequality, exclusion, and injustice. Grievances 
based on identity pose a particular risk. Group 
perceptions about these factors often matter 
more than actual, measurable transgressions. 
Objective hardships can lead to violence when 
enough members of a group perceive their 
experiences to be unjust and cast blame on 
another group or the state. Emotion can also 
contribute to mobilizing violence—fear, rage, 
hatred, and resentment are key emotions for 
violence. Collective memory and interpretations 
of events can be more important than the 
events themselves and can trigger emotional 
and violent reactions. These collective memories 
and narratives are often shaped or manipulated 
by powerful elites who plan and organize 
violence. 

The risk of violent conflict is higher in areas 
experiencing human rights violations. 
Repression incentivizes violence by reinforcing 
the perception that citizens have no viable 

alternatives for expressing their grievances and 
frustrations.  

Emerging technologies can significantly impact 
these conflict dynamics in numerous ways. The 
sections below provide a high-level overview of 
some of them.  

The Weaponization of Social Media 

Social media has been used to direct and 
coordinate mass shootings; to promote and 
publicize a terrorist attacks; and to incite ethnic 
cleansing and potential genocide. Emerging 
research is starting to identify common 
modalities for weaponizing social media to incite 
violent conflict around the world.10 

Key modalities for weaponizing social media 
include: 

1. Spreading digital hate speech; 
2. Inciting violence; 
3. Engaging in mis- and dis-information 

operations; 
4. Political manipulation; and  
5. Radicalization and recruitment into terrorist 

organizations. 

“Some of the greatest risks of violence 
today stem from the mobilization of 
perceptions of exclusion and injustice, 
rooted in inequalities across groups. […] 
When an aggrieved group assigns blame to 
others or to the state for its perceived 
economic, political, or social exclusion, 
then emotions, collective memories, 
frustration over unmet expectations, and a 
narrative that rouses a group to violence 
can all play a role in mobilization to 
violence.” – World Bank 
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These modalities appear in various contexts 
around the world. They impact different types of 
conflicts at different stages. For example, social 
media gives elites power and reach to 
manipulate perceptions about group grievances 
and can bring long-standing inter-communal 
tensions to a head, such as in Myanmar.11 
Indeed, the UN has concluded that hate speech 
and rumors posted on Facebook contributed to 
brutal crimes against Rohingya, playing a critical 
role in what may be a genocide.12 It can erode 
social cohesion and trust by facilitating the 
spread of mis- or dis-information that 
entrenches perceived grievances and collective 
narratives, such as in India and South Sudan.13 
Governments weaponize it to silence opposition 
and incite violence, such as in the Philippines.14 
It can also play on racism or nationalism to 
promote racially-motivated killings or attacks, 
such as in the United States.15 

Social media is a seemingly perfect weapon for 
spreading violence and conflict: it is cheap and 
has a high impact, and near-universal 
availability to technologically and economically 
weak actors. It directly impacts key conflict 
drivers by influencing emotions, perceptions of 
injustice, collective narratives, and manipulation 
by elites. 

Indeed, some social media platforms are 
algorithmically designed for that. Messages that 
trigger strong negative emotional responses 
generate more attention and clicks20; the 
algorithms promote and spread posts with more 
attention and clicks (“reach”) and those created 
by influencers with more followers and 
engagement. Fake news spreads faster than 
facts.21 Neuroscience research suggests that fake 
news more readily grabs our attention, appeals 

Case Study: Weaponization of Social Media in Sri Lanka 

Sri Lanka provides an illustrative example of how social media can negatively impact fragile 
community relations in a complex post-conflict context. Sri Lanka has a long and complex history of 
inter-communal violence. Nearly a decade after the end of its 25-year civil war, many root causes of 
the conflict remain unaddressed. This dynamic is exacerbated by the spread of false information on 
social networks like Twitter, Facebook, and WhatsApp.16 

Extremists weaponize social media to manipulate everyday people into amplifying hate speech.17 In 
a country like Sri Lanka, where there is high adult literacy but extremely low digital literacy, people 
often trust, share, and act upon what they see on social media. Many people seem to lack an 
understanding of the offline effects of their online posts, message forwards, and re-tweets. 

It was within this context that Sri Lanka descended into violence in 2018 as online rumors spurred 
deadly attacks by members of the Buddhist majority against Muslims.18 Extremists used social media 
to call on people to take up arms against Muslims in response to rumors—also spread through social 
media—claiming that Muslims were plotting to wipe out the Buddhists. 

Over the course of three days in March, mobs burned mosques, Muslim homes, and Muslim-owned 
shops. One man was burned to death. In response, the government temporarily blocked social media, 
including Facebook and two other social media platforms Facebook owns, WhatsApp and Instagram.19 
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to our emotions, and creates false memories—
all related to prevalent conflict drivers.22  

Social media has become an integral part of our 
communities and lives. Its prevalence, and the 
speed at which messages are disseminated and 
amplified, present serious risks for conflict. 

Internet Shutdowns as Weapons of War 

Internet shutdowns are increasingly common, as 
Governments around the world shut down 
internet access as a tool of oppression and a 
weapon of war. In 2019, 33 governments 
enforced 2013 internet shutdowns. 
Governments using internet shutdowns in the 
context of conflict include Sudan, Bangladesh, 
Ethiopia, India, and Myanmar.23 Governments 
are increasingly targeting precise geographic 
areas, which suggests efforts to target specific 
populations, marginalized minority groups, and 
others whose human rights are at risk.24  

Shutting down the internet blocks people from 
receiving essential services and information. In 
India, for example, the government has ordered 
at least 385 shutdowns since 2012. In August 
2019, India imposed a complete 

communications blackout in Jammu and 
Kashmir, a region with a complex history of 
conflict. It had serious impacts on access to 
healthcare, employment, and information. It 
also deeply impacted the economy—Internet 
shutdowns in India between 2012 and 2017 
reportedly cost some $3 billion in total.29 In 
Myanmar, internet shutdowns have been used in 
conflict-sensitive areas of the country in 
conjunction with military offensives against 
armed rebel groups.30 One shutdown in eight 
townships in Rakhine and Chin States has been 
going on for over a year. It impacts over a million 
people, who cannot access information, 
remittances, aid, or reports about outbreaks of 
violence and fighting. People in some villages 
are so cut off from news that they are unaware 
of the COVID-19 pandemic.31   

AI-Driven Asymmetric Warfare 

Artificial intelligence (AI) and machine learning 
(ML) are now being used as tactics in 
asymmetric warfare.32 There are many different 
scenarios in which AI can be used as a weapon 
of war. It can expand existing threats as well as 
introduce new threats. Developments in AI 
systems will make attacks more effective, more 
finely targeted, and more difficult to attribute. 

Case Study: Weaponization of Deepfakes in Gabon 

Deepfakes are changing our assumptions about what is real and what is not. In countries with low 
literacy and digital literacy, experts warn that fake news and propaganda spread through faked videos 
could spark outbreaks of violence.25 Falsifying videos and audio recordings allows elites to 
convincingly provoke emotional responses that can lead to widespread mistrust, and potentially, 
violent conflict.26 

Deepfake technology has been weaponized to influence elections  and harass individuals, such as 
investigative journalist Rana Ayyub in India.27 In Gabon, in central Africa, an allegedly deepfake 
video of the President was used as justification for a military coup.28 The video in question, released 
after widespread speculation that the President was ill or dead, was not fake. But the mere idea 
that the video was faked was enough to unravel an already precarious situation. 
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As AI becomes more widely available, scalable, 
easier to use, and cheaper, more actors will be 
able to use it to carry out attacks.33 

Many potential uses of AI for conflict are still 
hypothetical, but it is considered one of the 
biggest threats for 2020.34 Some bad actors will 
use AI technology in various ways to play on 
emotions, perceptions of grievances such as 
inequality, exclusion, and injustice, and create 
collective meaning and narratives around those 
issues that can erode trust and spark violent 
confrontations. These uses of technology closely 
relate to, but are not limited by, the 
weaponization of social media. They employ 
increasingly sophisticated techniques 
specifically intended to divide communities and 
instigate violence.  

In one study, the Brookings Institution 
highlighted three particularly dangerous uses of 
AI as a tactic of asymmetric warfare.35 First, they 
warn about advances in deep learning (a subset 
of machine learning).36 These advances make it 
relatively easy and cheap to create dynamic dis-
information videos and audio recordings and 
“deepfakes”—video/audio recordings that are 
almost imperceptibly doctored or faked using 
artificial intelligence. Such videos and audio 
recordings are difficult to detect and counteract, 
as they are often shared widely via platforms 
with end-to-end encryption. Moreover, 
debunking or attempting to attribute this 
content is often expensive compared to the cost 
of production, and it is challenging to get ahead 
of a disinformation campaign. Once mis- or dis-
information is seen or heard and believed, it is 
very difficult to refute. 

Although deepfakes can directly contribute to 
violence and political destabilization, it is the 
awareness of deepfakes that currently poses the 
biggest threat. Knowing that deepfakes are out 

there can undermine the perceived objectivity of 
real videos that feature politicians or public 
figures. Suddenly, humans can no longer rely on 
their power of perception to form opinions and 
understand facts. 

Secondly, Brookings notes the risks caused by 
advances in affective computing (software that 
uses AI to detect and understand human 
emotion) and natural language processing (a 
form of AI that extracts meaning from human 
language to make decisions based on the 
information). These technologies—often found 
in “smart” devices, chatbots, customer service 
programs, etc.—can be weaponized to 
manipulate human emotions and extract 
sensitive information. As AI algorithms 
increasingly have access to personal 
information, it will be easier to customize these 
technologies, increase their appeal to users, and 
drive people to violence. 

Third, there is a significant risk stemming from 
advances in content distribution networks, 
making it easier to reach highly specific targets 
with deepfakes and other emotionally 
manipulative content. A set of interconnected 
tools and services, such as data collection, digital 
advertising, and search engine optimization—all 
bolstered by advances in AI—gives rise to what 
is known as “precision propaganda.”37 It allows 
for the hyper-targeting of communications that 
reach millions of users with personalized 
messages. These tools can be used to track 
social attitudes in hyper-local contexts, 
generate customized messaging, and almost 
instantaneously launch personalized campaigns 
to manipulate behavior.38  

These three threat vectors work together to 
allow for low-cost, highly effective asymmetric 
warfare tactics. Convincing, emotionally 
manipulative, and extremely targeted, they can 
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destabilize and polarize communities and 
mobilize people to violence on a faster and 
broader scale than ever before. 

Facial Recognition and Surveillance 

The unregulated use of AI and facial recognition 
software as part of mass surveillance programs 
is another potential conflict driver. Machine 
learning now allows governments, companies, 
and other organizations to sort, label, and 
analyze vast amounts of data. Governments and 
other bad actors use facial recognition software 
built on that software to engage in mass 
surveillance. Widespread surveillance leads to 

categorical discrimination, detention, and 
increased social inequalities of ethnic and 
political minorities. It can also undermine social 
values and erode trust in society. These kinds of 
pervasive human rights abuses and social 
grievances are often underlying drivers for 
violent conflict.  

Facial recognition technology can negatively 
impact privacy, security, and access to social 
services.45 It is notoriously inaccurate, frequently 
misidentifying women,46 minorities,47 and 
transgender people.48 It institutionalizes 
systemic discrimination and racism. For 
example, in the United States, police use of 
facial recognition technology unfairly targets 

Case Study: Facial Recognition, AI, and Repression in China 

In China, the government uses AI and facial recognition technology to surveil some 11 million ethnic 
Uyghurs and other Turkic Muslims in Xinjiang.39 A mobile app used by police and other officials, the 
Integrated Joint Operations Platform (IJOP), is one of the main tools for mass surveillance and 
minority identification in Xinjiang. The tool monitors extreme details about individuals—including 
their height, hair color, personal relationships, religious speech, donations and spending, electricity 
consumption, whether they use the front door, socialization with neighbors—to evaluate whether a 
person is “normal.” When the app detects irregularities or deviations from what authorities consider 
“normal” behavior, it generates a flag that prompts an investigation.  

Human Rights Watch found that “Depending on the level of threat authorities perceive—determined 
by factors programmed into the IJOP system—, individuals’ freedom of movement is restricted to 
different degrees. Some are held captive in Xinjiang’s prisons and political education camps; others 
are subjected to house arrest, not allowed to leave their registered locales, not allowed to enter public 
places, or not allowed to leave China.”40  

The use of IJOP has made it easier for Chinese authorities to detain Turkic Muslims in Xinjiang  
arbitrarily and indefinitely on a mass scale.41 Detainees have no rights to legal counsel, and some are 
subjected to torture and mistreatment, Human Rights Watch has found.42 

What is more, the same Chinese companies that are enabling this mass surveillance of ethnic 
minorities in China are also exporting this technology to other, illiberal, governments. A Wall Street 
Journal report found that employees of Chinese tech giant Huawei used the company's technology to 
help government officials spy on political opponents in Uganda and Zambia.43 According to the 
Carnegie Endowment for International Peace, Huawei has provided AI surveillance technology to at 
least fifty countries worldwide.44 
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Black Americans.49 The Detroit Police reported 
that its facial recognition software produced a 
96% error rate—yet it has relied on that 
software to make arrests.50 It is increasingly 
being used to target, repress, and abuse political 
dissidents, opponents,51 and minority groups. 
The risks of bias are so strong, in fact, that many 
top makers of facial recognition technology have 
paused or altogether stopped development of 
those products until stronger regulations are in 
place.52 

Facial recognition software has been widely 
adopted globally for surveillance purposes, 
including in a significant percentage of 
autocratic states and illiberal democracies.53 The 
Carnegie Endowment for International Peace 
found that “some autocratic governments—for 
example, China, Russia, Saudi Arabia—are 
exploiting AI technology for mass surveillance 
purposes. Other governments with dismal 
human rights records are exploiting AI 
surveillance in more limited ways to reinforce 
repression.”54 In some countries, like India, the 
technology is adopted without a corresponding 
data protection or electronic surveillance 
regulatory framework.55 

COVID-19 and Contact Tracing  

With the outbreak of the COVID-19 global 
pandemic, new digital threats and risks for 
technology to exacerbate violent conflict 
emerged. In response to the pandemic, 
governments all over the world ordered people 
to stay at home and started to look for ways to 
stop the virus from spreading. Many 
communities experienced an uptick in violence 
due to COVID-19 policy responses and flaring 
tensions exacerbated by increases in food 
insecurity, job losses, and other legitimate 
grievances.56  

One established method for stemming viral 
infections is contact tracing. It is traditionally 
done manually. It is time consuming and 
challenging to scale up to the needs facing the 
world in response to the COVID0-19 pandemic. 
To hasten the ability to use contact tracing to 
track and fight outbreaks, governments and 
private companies partnered to develop new 
technology tools.  

Most of these tools use location tracking or 
proximity tracking to identify when a user has 
been near another user who has been diagnosed 
with COVID-19. This is used to understand 
where outbreaks start and how they spread, and 
can be used to quarantine those who have come 
into contact with infected people. 

The effectiveness of these apps is still uncertain, 
especially for communities where smart-phone 
penetration is low. But what is certain is that in 
high-risk and conflict contexts, they pose a 
number of serious risks. A significant concern is 
that data collected for contact tracing can be 
combined with other data sets to identify and 
profile individuals. This could lead to or 
exacerbate mass surveillance and have severe 
humanitarian consequences. The ICRC warns 
that the “unsuitable design or usage of such 
apps could lead to stigmatization, increased 
vulnerability and fragility, discrimination, 
persecution, and attacks on the physical and 
psychological integrity of certain populations.”57  

The “unsuitable design or usage of 
[contact tracing] apps could lead to 
stigmatization, increased vulnerability and 
fragility, discrimination, persecution, and 
attacks on the physical and psychological 
integrity of certain populations.” - ICRC.  
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Conflict Sensitivity for Tech Companies

onflict situations present extremely high 
risks for companies, but attention to these 

issues is low. There are many open questions 
about responsibility for harm, the impact of 
technology on conflict, and what concrete 
actions companies can take to support peace. 
Tech companies need awareness and guidance 
on how to address these complex situations. 
Many tech companies avidly support human 
rights and have robust internal policies for 
addressing issues such as privacy and free 
speech. However, those policies do not extend to 
conflict sensitivity or taking steps to diminish 
the impact of their products and services on 
violence and conflict.  

Fortunately, there is a conceptual framework 
and developing set of tools that can help 
companies navigate the complexities of doing 
business in conflict-affected areas. Conflict 
sensitivity is a longstanding, tried-and-true 
framework that enables companies to operate 
responsibly and mitigate the risk that their 
business operations might contribute to conflict. 
Conflict sensitivity has increasingly been applied 
by diverse private industries and is now a central 
aspect of the UN Global Compact.58  

On a very high level, to be “conflict-sensitive,” 
a company should be able to: 

1. Understand the context in which it operates; 
2. Understand the interaction between its 

activities and that context; 
3. Take steps to minimize the negative impacts 

of its operations; and 
4. Take steps to maximize the positive effects 

of its operations for peace. 

The context of a conflict is complex, dynamic, 
and can change quickly. It is also influenced by 
a company’s presence in a conflict-affected 
market. Business operations and conflict tend to 
interact within a cyclical, 2-way dynamic by 
adversely impacting each other.  

Companies offering products and services in 
conflict-contexts are conflict actors, even if 
unintentionally. The risk of becoming a major 
actor in a conflict is exceptionally high for tech 
companies, given the prevalence and 
importance of technology in our 
communications, economies, and everyday lives. 
Companies therefore must understand how to 
mitigate their effect on conflict drivers. 

The pervasive nature of technology makes it 
nearly impossible for tech companies to avoid 
impacting conflicts. States, citizens, armed 
groups, and civil society will naturally turn to 
technology to further their interests and causes. 
Technology, including who can access it, impacts 

C 
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interactions between users. Companies must 
understand how that happens and what they 
can do to mitigate harmful consequences. 

Conflict-affected markets are unpredictable and 
can evolve rapidly. And technology evolves just 
as quickly. Tech companies operating in these 
contexts must be agile enough to adjust to 
unforeseen changes, assess dynamic contexts, 
and act quickly to mitigate the risk of 
exacerbating the conflict. 

When it comes to conflict sensitivity, technology 
companies face unique challenges, such as 
complexity and scale. Technology companies 
have to carefully balance seemingly competing 
rights, such as the right to life and the right to 
freedom of expression. In some situations, such 
as with internet shutdowns, telecom companies 
need to balance potential complicity in human 
rights abuses and conflict against violating a 
government order that is legal under local 
laws.59 A careful, nuanced context analysis also 
takes time. Decisions need to be made quickly, 
across multiple teams, and can have far-
reaching impacts beyond the relevant high-risk 
market. Any decision they make is likely to 
impact millions of people.  

Location and proximity are also challenging. 
While policy officers and engineers can work 
through a number of futures or consequence-
scanning exercises, they are almost always far 

removed physically and experientially from 
conflict contexts. Properly understanding a 
conflict context requires specialized competence 
and nuanced thinking. It also requires regular 
engagement with local communities and civil 
society. But it can be challenging to establish 
relationships and mutual trust with local civil 
society groups and local experts who can help 
with a contextual analysis.  

The good news is that the tech industry has an 
inherent capacity for adaptability and flexibility 
and is particularly well-positioned to adopt 
conflict-sensitive business practices. Industry 
leaders are accustomed to accelerating 
development, pivoting, and disruption in 
response to rapidly evolving markets and 
technologies. Many tech companies already 
have human rights policies and due diligence 
protocols that can be enhanced to include 
conflict sensitivity. 

Power in Collaboration 

Industry collaboration has proven a successful 
approach to dealing with conflict contexts for 
other markets. The technology industry should 
mirror these efforts and come together to share 
resources and ideas on best practices for conflict 
sensitivity.  

Multi-stakeholder processes, built on trust and 
partnerships between private companies, civil 
society, academia, and governments, have 
played an important role in mitigating the risks 
of doing business in conflict settings in the ex-
tractive industry, diamond mining, and for 
companies that have private security operations. 
The same could be a powerful tool for the tech-
nology industry.  

Together, tech companies can come together to 
share the burden of conflict sensitivity analysis 
and capacity development. For example, they 

Effectively all of the literature, frameworks 
and company guides for integrating 
conflict sensitivity into business operations 
seem to refer exclusively to traditional 
business models. Most are written in a way 
that makes them effectively inapplicable to 
the tech industry. 
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could collaborate on assessing and monitoring 
conflict dynamics, establish fora that facilitate 
the exchange of relevant, non-sensitive 
information with civil society, and start to build 
trusted networks to inform their practices in 
high-risk markets. Sharing the burden makes it 
easier, faster, and more efficient to be 
responsive to emerging risks and conflict 
situations.  

Human Rights and Conflict Sensitivity 

Although distinct, conflict sensitivity and human 
rights are complementary. Human rights abuses 
and perceptions of injustice, exclusion, and 
inequality are key risk factors for violent conflict. 
Existing and emerging technology exacerbates 
these grievances. In the absence of effective and 
coherent regulatory frameworks, it is up to 
technology companies to minimize the risk that 
their products contribute to violent conflict. 
Companies that want to adopt conflict-sensitive 
business practices can build upon existing 
human rights protocols.  

The UN Guiding Principles on Business and Hu-
man Rights require that companies respect all 
internationally recognized human rights.60 “Re-
spect” is twofold. First, companies must avoid 
directly causing or contributing to adverse 
human rights impacts. Second, they must take 
steps “to prevent or mitigate adverse human 
rights impacts that are directly linked to their 
operations, products or services by their 
business relationships, even if they have not 
contributed to those impacts.”61 Companies 
must both produce and comply with meaningful 
human rights policies and engage in affirmative 
human rights due diligence practices.62 

According to the UNGP’s Principals 17 - 21, 
companies should: 

1. Assess actual and potential human rights 
impacts; 

2. Integrate and act upon the findings; 
3. Track responses; and 
4. Communicate how impacts are addressed. 

In line with the guidance of the UNGPs, many 
major companies now complete HRIAs for their 
high-risk supply chains or countries of 
operation. 

There is a growing recognition that technology 
companies have increasingly significant impacts 
on human rights around the world and that the 
technology industry has unique considerations 
for how it can best respect those rights. In 2019, 
the UN Office of the High Commissioner for Hu-
man Rights (OHCHR) launched the B-Tech 
Project, which seeks to provide guidance and re-
sources for how tech companies can better 
implement the UNGPs.63 The B-Tech Project 
recognizes the complexities of designing corpo-
rate policy responses, acknowledging that 
companies must also consider complex business 
models, risks created by end-users, and design-
ing accountability and remedy mechanisms at 
scale.  

While this is a welcome advancement with re-
spect to human rights, it does not explicitly 
incorporate considerations for conflict-affected 
markets. Many conflict situations are character-
ized by a history of human rights violations, 
weak or non-existent government regulation, 
and a “high risk/high gain” business culture. 
According to the UNGP’s Guiding Principal 7, 
conflict-affected markets bring heightened 
risks for companies to become involved in 
human rights violations—especially severe 
violations. This has borne out in the emerging 
evidence on the weaponization of technology. 
Guiding Principal 7 notes that conflict-affected 
markets are particularly complex, and that 
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companies’ risks increase because they often 
lack an awareness of the political, social, and 
economic dynamics in those areas. 

UN Guiding Principle 23 notes that the risk of 
being complicit in human rights abuses 
committed by other actors in conflict contexts is 
much higher and requires extra care. It 
recommends that companies doing business in 
conflict-affected markets take an  “enhanced” 
approach to human rights due diligence. 

 

Enhanced Human Rights Due 
Diligence 

What does “enhanced” human rights due dili-
gence mean in practice? Human rights due 
diligence and conflict sensitivity processes are 
complementary in many respects. Both are 
designed to help businesses operate responsibly 
and include basic impact assessment and risk 
mitigation techniques. However, where human 
rights impact assessments focus on individual 
rights enshrined in international law, conflict 
sensitivity is primarily centered on how business 
activities impact conflict, social cohesion, and 
strengthening peace. As a result, conflict 
sensitivity analyses tend to be more relational 
and contextualized. 

Companies can take a series of concrete steps to 
include conflict sensitivity analyses into their 
existing human rights due diligence activities. 
Integrating conflict sensitivity into existing pro-
tocols is both more practical and can have more 
value than engaging in two separate processes.64 
This involves: 

1. Conducting a detailed conflict analysis and 
identifying how the company’s technology 
products and services impact the conflict; 

2. Identifying ways that the company can pre-
vent and mitigate adverse impacts on 
conflict and making sure that other human 
rights mitigation steps won’t have a negative 
side effect on the conflict; 

3. Bringing a conflict sensitivity lens and expe-
rience into human rights grievance 
mechanisms and community engagement 
programs; and 

4. Protecting the safety and security of rights-
holders during high risk due diligence 
processes. 

Taking an integrated approach requires careful 
and balanced thinking during the assessment 
phase. While human rights analyses start with 
identifying relevant human rights, conflict sen-
sitivity starts by considering societal dynamics. 
This requires an understanding of the business 
context and relationships between different 
societal groups and entails consultation with 
local experts and civil society organizations. 
There may arise situations where mitigating a 
potential human rights violation can worsen 
conflict, or where acting in a conflict-sensitive 
way can, at least in the short term, impede 
human rights. At times, being conflict-sensitive 
may require companies to keep impact 
assessments confidential if publishing it can 
exacerbate conflict. This may detract from 
transparency around important issues. An 
integrated approach will make these dilemmas 
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come to light and help companies develop sound 
policies and procedures for navigating these 
complexities.  

Undertaking enhanced due diligence also 
requires additional protections for individuals 
contacted during the due diligence work. These 
often include human rights defenders, political 
activists, journalists, and others who occupy 
contested digital spaces. Being involved in due 
diligence processes could put them at risk of 
surveillance, arrest, detention, or other forms of 
abuse. Moreover, companies need to ensure that 
rights-holders are able to safely express their 
views, even when they are critical of company or 
government practices, without fear of reprisals. 

The United Nations Global Compact offers a 
relevant and highly practical Business Guide to 

Conflict Impact Assessment and Risk 
Management that seeks to ensure conflict 
sensitivity at both the pre-operational and 
operational stages of investment.65 The Guide 
contains specific questions for businesses to 
answer before they enter and as they continue 
to operate in conflict-sensitive markets. Each 
question touches on a particular risk factor that 
can or is likely to contribute to conflict. 

However, effectively all of the literature, 
frameworks, and company guides for integrating 
conflict sensitivity into business operations 
seem to refer exclusively to traditional business 
models (i.e., supply chain operations, the 
production of tangible goods, or the extractives 
industry). Most are written in a way that makes 
them effectively inapplicable to the tech 
industry. 

A Note on Legislative and Regulatory Efforts 

Legislative responses to these issues have been piecemeal, reactive, and fragmented. In the face of 
non-existent cross-border regulation, individual jurisdictions, including at the city-level, have been 
left to devise their own approaches. Developing sound legislative and regulatory responses takes 
much longer than developing new technology; regulators are constantly struggling to stay abreast of 
emerging technologies, corporate policies, and potential impacts on society. Moreover, these are 
global issues that ultimately need an international legislative or regulatory approach. Unfortunately, 
the feasibility of establishing and enforcing such an initiative is very low. 

To date, none of the existing legislation (domestic or international), human rights frameworks, 
ethical standards or company initiatives (either internal or mulsti-stakeholder) have adopted or even 
taken into account conflict sensitivity as necessary to informing the design, deployment and 
ultimately use of these powerful and potentially dangerous technologies. Moreover, the specific 
rights and issues effected are complex and nuanced in nature. It is unclear, for example, that 
dangerous speech can be adequately governed by a legal or judicial framework in line with domestic 
and international protections regarding freedom of expression and due process concerns where 
speech is removed. 

This is why industry regulation and multi-stakeholder efforts are so critical. They can help tech 
companies understand and mitigate conflict risks while allowing for bespoke approaches suitable for 
the tech industry. They distribute the cost and efforts of conflict analysis and harm mitigation. 
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Benefits of Conflict Sensitivity

here are significant benefits to adopting a 
conflict-sensitive approach to tech design, 

development, and deployment. These benefits 
significantly outweight the costs of joining 
multi-stakeholder processes and conducting 
enhanced due diligence processes. 

Reduced Legal Liability  

Companies can reduce legal liability by having a 
deep understanding of how their products and 
services are used in foreign markets and 
developing appropriately responsive governance 
policies and procedures. Taking a leading role in 
creating and enforcing standards for conflict-
sensitive technology can reduce liability in the 
form of stakeholder lawsuits,66 civil liability,67 
and other types of legal liability.68 

Reputation Costs and Brand Identity 

Harm to company reputation and brand identity 
can adversely effect customer loyalty and 
employee recruitment and retention. One study 
found that a bad company reputation can lead 
to an additional 10% cost per company hire.69 
Employees of major tech companies have 
become more vocal70 about—and in some 
cases71 have quit their jobs72 over—their 
companies’ work for the US Military and other 
governmental departments accused of serious 
human rights violations.73 

Protecting the Bottom Line 

In addition to the business harms caused by poor 
reputation, conflict increases the transactional 
cost of doing business. Sustainable business 
practices are positively correlated with above-

average returns on investment. Morgan Stanley 
and researchers at Harvard have concluded that 
there is a positive relationship between 
corporate investment in sustainability and 
financial and operational performance.74 In 
India, where the government regularly shuts 
down the internet in the conflict-affected 
Kashmir region, telecom operators lose about 
24.5 million rupees ($350,000 USD) per hour 
that internet services are suspended.75 In 2018, 
Facebook stock devalued 19% in one day, some 
$119bn, after it announced slower revenue and 
user growth following a string of problems, 
including the Cambridge Analytica scandal and a 
host of reports on the company’s products being 
used to foment violence in Myanmar, Sri Lanka, 
and elsewhere.76 And in 2020, an organized 
boycott over social media platforms’ policies 
regarding hate speech and harassment saw 
major advertisers pull ads from the platforms.77 

Early Adoption and Influence 

It is in a company’s best interest to join the 
development of emerging regulation and 
governance issues impacting its operations. 
Many tech companies are implicated in legal 
frameworks that directly conflict with their 
human rights commitments. There is a trend 
towards mandatory human rights due diligence. 
Civil society, advertisers, and investors are 
calling on tech companies to protect, not just 
respect, human rights. By participating in 
collective action and voluntary regulatory 
initiatives such as a multi-stakeholder initiative, 
companies can influence and guide the 
formulation of regulations and standards. 

 

T 
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Building Peace 

Effectively all major multinational companies 
have accepted their duty to respect human 
rights and the extensive responsibilities that 
come with that duty. Many tech companies 
invest heavily in human rights due diligence. 
Given that these companies are already 
spending significant resources to prevent 
inadvertent complicity in human rights abuses, 
it’s only logical that they would seek to 
incorporate necessary conflict sensitivity 
provisions into these same practices to avoid 
inadvertently contributing to conflict. Along 
these lines, there are many opportunities for 
tech companies to support peace and actively 
reduce conflict drivers. Many companies today 
are taking positive steps in this direction. 

. 
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Recommendations 

The need for and benefit of conflict-sensitive 
business practices by the tech industry is 
evident. But the topic is complex, and many 
issues require more attention and research. 
Companies are grappling with difficult and 
nuanced questions about how best address 
these issues, and require detailed bespoke 
guidance. 

We urge business leaders to incorporate a 
conflict sensitivity framework into their existing 
approaches to responsible technology. They 
should consider the following high-level 
recommendations: 

1. Embrace conflict sensitivity as a guiding 
principle throughout the design, 
development, and release of products and 
services. 

2. Engage in multi-stakeholder dialogues with 
civil society, academia, policymakers, and 
other companies to develop good practices 
and broader understanding of conflict 
sensitivity and issues of responsibility, 
remediation, and proportionality in 
addressing conflict and violence. 

3. Build or augment internal capacity in policy 
teams on human rights, conflict, and 
peacebuilding through new hires, training, 
and consultants. 

4. Enhance existing human rights due 
diligence processes, futures planning, and 
ethics protocols to include comprehensive 
conflict sensitivity analyses.  

5. Conduct conflict sensitivity assessments at 
each stage of design, development, and 
deployment of tech products, features, and 
services, and update them regularly. 

6. Adopt conflict sensitivity strategies and 
tools at the product and engineering levels, 
such as engineer checklists, risk 
identification, and flagging potential harms 
with policy teams. 

7. Consider how different risk mitigation 
strategies, such as pulling products or 
services from a high-risk market, can 
impact the conflict and detract from 
peacebuilding efforts. Develop policy 
guidance to enable faster, conflict-sensitive 
decisions on proportionality and tradeoffs 
between mitigating different harms. 

8. Conduct robust and regular stakeholder 
engagement that involves civil society from 
high-risk markets. Be especially aware of 
gender considerations and the views of 
vulnerable and excluded groups. Ensure that 
rights-holders can participate without fear 
of reprisals or harm. 

9. Use authentic and meaningful community 
participation as a tool for stakeholder 
engagement. This can, in turn, help raise 
awareness among communities and 
individuals and encourage them to provide 
better information on potential risks and 
impacts of technology in their communities. 

10. Develop tools and policies to enable fast and 
flexible responses to emerging risks and 
conflicts.  

11. Take advantage of opportunities to 
contribute to positive peace, peacebuilding 
efforts, and alleviating conflict drivers.
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About JustPeace Labs 

JustPeace Labs supports ethical and responsible approaches to technology deployed in high-risk 
settings. Our work advances peace and human rights protections around the world through 
advocacy, awareness raising, and research on effectively shaping corporate policy on conflict-
sensitive tech design and development. This briefing paper is a part of our Ethics and Human Rights 
Program and is a companion piece to our Ethical Guidelines for PeaceTech and our Conflict Sensitivity 
for the Tech Industry guide. We provide strategic research, policy guidance, and analysis to diverse 
stakeholders who use or provide technology in high risk settings. We have engaged with tech 
industry stakeholders on building human rights and conflict sensitivity norms into business practices 
and we are actively involved with academic research and international civil society mobilization 
efforts to strengthen partnerships between the tech industry and civil society.
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